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Abstract

This article examines cognitive process models of human sentence comprehension based on the idea of informed search. These models are rational in the sense that they strive to find a good syntactic analysis quickly. Informed search derives a new account of garden pathing that handles traditional counterexamples. It supports a symbolic explanation for local coherence as well as an algorithmic account of entropy reduction. The models are expressed in a broad framework for theories of human sentence comprehension.
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1. Introduction

As in other areas of cognitive science, the study of human sentence comprehension naturally proceeds at multiple levels. Marr (1982) draws a distinction between scientific questions posed at the computational level and questions at the algorithmic level. At his highest level, the computational level, one asks: What task does a sentence understander carry out? What sort of mental representations are constructed, as the outputs of sentence comprehension? What features of the comprehended language are brought to bear, as inputs to the comprehension task? Is this input-output mapping “easy” or “hard” when considered as a formal problem on its own? Marr’s distinction separates these concerns from others that pertain to the algorithmic level. At this lower level, one asks: What procedure accomplishes the calculation of the function defined at the computational level? What is the time course of this calculation, and what is its resource utilization in terms of abstract resources like storage? This separation into independent levels of analysis constitutes one of the most distinctive methodological features of cognitive science.
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Marr’s levels help classify the kinds of progress that have been made over the years in the field of sentence comprehension. From the empirical side, a growing number of information sources have been demonstrated to affect human performance. These factors include but are not limited to lexical bias (Ford, Bresnan, & Kaplan, 1982; Mitchell, 1987), referential status (Crain & Steedman, 1985), prosody (Price, Ostendorf, Shattuck-Hufnagel, & Fong, 1991), argument structure (Boland, 1993; Stowe, 1989), event prototypicality (McRae, Ferretti, & Amyote, 1997), and real-world knowledge (Chambers, Magnuson, & Tanenhaus, 2004). Work of this sort contributes an increasingly detailed specification of the inputs to comprehension. By characterizing the information that people evidently use, we converge on a more precise computational-level statement of the problem itself.

On the theoretical side, too, there has been progress at the computational level. Information-theoretical complexity metrics involving entropy (Hale, 2003, 2006; Frank, 2010; Roark, Bachrach, Cardenas, & Pallier, 2009; Yun, Whitman, & Hale, 2010) and surprisal (Hale, 2001; Boston, Hale, Patil, Kliegl, & Vasishth, 2008; Boston, Hale, Vasishth, & Kliegl, 2011; Demberg & Keller, 2008; Levy, 2008) have been used to recharacterize the difference between “easy” and “hard” comprehension situations. Bayesian probability models have recast sentence comprehension as the revision of beliefs about a sequence of words (Narayan & Jurafsky, 1998, 2002). And the work of Chater, Crocker, and Pickering (1998) and Crocker (2005) has reconnected this sort of “disinterested” information-processing with the concept of utility, which incorporates a quantitative notion of relevance to an agent’s goals. This line of research explicitly invokes Anderson’s (1990) rational analysis method in explaining comprehension. But like the other theories mentioned above, the analysis is pitched at the computational level, and thus, remains silent on questions of mechanism. In order to move ahead, the field’s progress at the computational level should be connected to proposals at the algorithmic level. The next generation of sentence comprehension theories should be able to incorporate the diverse information sources that humans evidently use while at the same time providing insight into the cognitive process that is, fundamentally, the object of study.

1.1. The proposal and its significance

This article introduces a broad, algorithmic-level framework for theories of human sentence comprehension. The framework synthesizes two recurring themes in the psycholinguistics literature. One is that comprehension can be understood as a process of applying grammar rules. Another is that the choice between applicable rules is governed by broader rationality principles. Each of these themes has been extensively explored on its own. For instance, the relationship between grammar rules and perceptual processes is a central topic in work on Augmented Transition Networks (Kaplan, 1972; Thorne, 1968) as well as the Marcus parser (Marcus, 1980). The idea of ambiguity resolution based on experience, a kind of rationality principle, has been taken up in Constraint-Based Lexicalism (MacDonald et al., 1994) and as part of the Tuning Hypothesis (Mitchell, Cuetos, Corley, & Brysbaert, 1995). But perhaps because each idea offers so much, on its own, interactions between the
two have only rarely been studied with implemented models. This article’s synthesis brings these interactions into sharp relief. It reconceives parser heuristics, such as Late Closure, as adaptive responses to explicitly defined conditions. It treats ‘‘serial’’ and ‘‘parallel’’ processing as consequences of more fundamental pressures. It allows a grammatical view of intermediate parser states, while at the same time relaxing the requirement that such content always remains self-consistent. The overall message is that comprehension can indeed be treated at the algorithmic level. Doing so sheds light on a set of questions whose answers are sometimes taken on faith by cognitive modelers. The proposal’s significance thus reflects its high degree of engagement with fundamental issues in the theory of human sentence processing.

1.2. Organization of the article

The article combines the two themes mentioned above in a broad framework for comprehension. Section 2 introduces this framework. This section formalizes the idea of applying a grammar rule in terms of generalized left-corner (GLC) parsing (Demers, 1977). It presents informed search as a control regime for rule-applying systems such as GLC parsers. Under informed search, a comprehender chooses the action that minimizes cost. This section brings in A* search (Hart, Nilsson, & Raphael, 1968) as a way to optimize these costs.

Section 3 goes on to consider perhaps the simplest proposal within this framework. This simple model chooses its operations based on past experience in a literal way. It uses a parsing strategy based largely on traditional wisdom and naively adopts the syntactic annotations given in the Penn Treebank (Kučera & Francis, 1967; Marcus, Santorini, & Marcinkiewicz, 1993). Rather than attempting to fit a detailed model to complex data immediately, we consider the smallest possible system in which interactions between the two thematic ideas might occur.

Section 4 applies this simple model in accounting for three comprehension phenomena: Garden-path sentences (Frazier & Clifton, 1996; Frazier & Fodor, 1978), counterexamples to Garden Path Theory (Gibson, 1991), and local coherence (Konieczny & Müller, 2006, 2007; Tabor, Galantucci, & Richardson, 2004). In the first two examples, the model helps to explain why heuristic attachment strategies perform so well in some cases and yet must, in principle, derive the wrong prediction in others. The third example accounts for human performance in terms of intermediate states whose existence is implicated by rational analysis. This kind of explanation is uniquely available at the algorithmic level.

Results of this sort motivate an investigation of the simple model itself in Section 5. This investigation characterizes the operative principle in a way that does not depend on a Treebank. This principle can then be used in the definition of a ‘‘refined’’ model based on weighted grammar rules. These rules may be chosen to reflect any substantive linguistic theory. Section 5 exercises this flexibility by using a non-Treebank grammar to derive the asymmetry between mild and severe garden paths reported in Sturt, Pickering, and Crocker (1999). Sturt et al.’s asymmetry is a case in which two theories at different Marr-levels both derive the observed phenomenon. Closer study of this case points to a general way in which
the proposed algorithmic framework serves as a lower level realizer of a computational level proposal called the Entropy Reduction Hypothesis (ERH) (Hale, 2003, 2006). Section 6 contrasts the framework with a variety of other approaches besides the ERH, and Section 7 concludes.

2. Broad framework

Certain basic properties of the human sentence-processing mechanism are well established. To consider just three, it is widely agreed that human sentence processing is incremental in the sense that meaningful interpretation does not significantly lag behind the perception of individual words (Marslen-Wilson, 1973; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995). Almost as uncontroversial is the suggestion that language understanding is predictive. To say that a sentence understander is predictive is to suppose that it forms explicit representations of words and phrases that have not yet been heard. Within linguistics, it is also generally assumed that sentence understanding involves the recovery of a structural description for the given sentence. Such a structural description characterizes a particular sentence in terms of general properties of the language. This competence hypothesis (Chomsky, 1965, p. 9) is arguably the simplest way to unify linguistics and psycholinguistics (Stabler, 1991, p. 199), and it can be applied in stronger and weaker forms (Berwick & Weinberg, 1984; Bresnan, 1982; Steedman, 1989).

Even after ruling out proposals that are nonincremental, unpredictive, or irreconcilable with linguistic theory, there still remain an infinite number of programs that all calculate the same relationships between grammars, sentences, and their structural descriptions. This is a specific case of the general problem of identifiability in cognitive science. In flexible cognitive domains like language comprehension, it is challenging to locate evidence that substantially cuts down the space of possible mechanisms. Pylyshyn (1999) argues that this identifiability problem cannot be overcome empirically, even with intermediate-state evidence like verbal protocols or neurological signals.

Anderson (1990) offers rational analysis, summarized in Table 1, as a way to head off the identifiability problem. Although cognitive processes like language comprehension cannot be identified by their behavioral or neural effects, broader consideration of the task the

<table>
<thead>
<tr>
<th>Rational analysis (Anderson, 1990, p. 29)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Precisely specify what are the goals of the cognitive system</td>
</tr>
<tr>
<td>2. Develop a formal model of the environment to which the system is adapted</td>
</tr>
<tr>
<td>3. Make the minimal assumptions about computational limitations…To the extent that these assumptions are minimal, the analysis is powerful</td>
</tr>
<tr>
<td>4. Derive the optimal behavioral function given items 1 through 3</td>
</tr>
<tr>
<td>5. Examine the empirical literature to see if the predictions of the behavioral function are confirmed</td>
</tr>
<tr>
<td>6. If the predictions are off, iterate</td>
</tr>
</tbody>
</table>
Although the identifiability problem still exists in principle, a successful rational analysis neutralizes it by yielding a result that is simple and makes sense with respect to the problem the cognitive system is solving. The broad framework introduced in this article reflects Anderson’s rational analysis, and subsequent subsections take up each of the steps prescribed in Table 1.

2.1. Goals of sentence comprehension

For communication to happen, a sentence understander must work out what a speaker means. Achieving this goal is hampered by properties of a language like obliqueness, ambiguity, and vagueness. At the same time, verbal communication occurs under time pressure. Those of modest ability in a foreign language who have tried to participate in full-speed discussions with native speakers will recall the unpleasant feeling of being unable to keep up. These two considerations motivate the goal specification in Assumption 1.

Assumption 1.

The human sentence comprehension system’s goals include rapidly arriving at the syntactic structure intended by the speaker.

The broad framework boils the goals of sentence comprehension down to two competing considerations: be accurate and be quick. In the context of the competence hypothesis, one can simplify the problem by supposing that these pressures affect the search for syntactic structure as opposed to some other level of linguistic analysis. This reflects the standard assumption (e.g., Bach, 1976) that semantic interpretation depends on syntactic structure, rather than any kind of denial of the relevance of nonsyntactic factors.

In the context of Anderson’s (1990) methodology, the goal specification in Assumption 1 sets up a rationality principle: It would be rational to take actions that quickly lead to the interpretation the speaker intends. Such a principle is immediate because it is rational to take actions that lead to goals (Newell, 1980, p. 151). However, this formulation does not characterize how goals are actually achieved. In particular, this formulation does not assert that comprehenders are “ideal observers” who always succeed in using all knowledge to maximum efficiency.

2.2. Environment to which comprehension is adapted

Sentence comprehension always occurs in a speech community, a group of individuals who know the same language. Describing the knowledge that is shared by members of a speech community is one of the central goals of generative grammar. The results of this research—generative grammars—are themselves formal models of the environment to which comprehenders must be adapted. This view, itself a reflection of the competence hypothesis, is stated below in Assumption 2.
Assumption 2. Human sentence comprehension is adapted to categorical and gradient information specified in the grammars of particular languages.

The broad framework itself does not include a claim about which grammar is best or where grammars come from. Rather, it asserts an identity relationship between the grammar that linguists write to describe a language and the expectations to which comprehenders are attuned.

2.3. Computational limitations

Assuming some generative grammar, a comprehension mechanism must additionally define a way of applying the rules of that grammar, as well as a way of resolving conflict when more than one rule is applicable (Steedman, 2000, p. 226). These are two of the most consequential design decisions in a computational model of human parsing. As regards the first computational limitation, the broad framework conceptualizes parsing as search in a problem space in the sense of Newell and Simon (1972). Transitions between states within this space are accomplished by the application of a single grammar rule. This respects a strong form of the competence hypothesis. As regards the second computational limitation, the broad framework supposes that parsing is guided by analysis quality and nearness to the completion of the comprehension task. This claim assigns a particular weak method (in the sense of Laird & Newell, 1983) to one potentially modular cognitive faculty (in the sense of Fodor, 1983). The next two subsections develop these proposals, answering the questions ‘‘what does it mean to apply a rule?’’ and ‘‘what would it mean to be closer or farther away from finishing?’’ respectively.

2.3.1. Parsing strategies

The broad framework adopts GLC parsing as a theory of transitions between problem states. While GLC has been extensively studied in formal language theory (for a review see Grune & Jacobs, 2008, §10.1.1) its obscurity in the sentence-processing community motivates a brief review here. The key idea is that particular rules of a grammar can be used to update an analysis in ways that could be more predictive or less predictive, and that this distinction differentiates various different strategies. For instance, top-down parsing ‘‘expands’’ a syntactic category such as VP, replacing it with two new categories V and NP as shown in Fig. 1. In Fig. 1, the symbols VP, V, and NP have brackets around them. This notation indicates they are predictions about material that has yet to be processed. On the top-down strategy, to ‘‘use,’’ ‘‘apply,’’ or equivalently ‘‘announce’’ a rule means to exchange a prediction for one category, for example, the left-hand side symbol VP, for a sequence of other categories such as V and NP. This predictive aspect of top-down parsing makes it attractive to cognitive modelers as there is evidence for these sorts of anticipatory representations (for a review see Kamide, 2008).

The alternative to top-down parsing is bottom-up parsing. A bottom-up parser exchanges evidence about a sequence of daughter categories for a conclusion about a parent category.
This exchange is shown in Fig. 2. In bottom-up parsing, there is no prediction. The lack of any bracketed categories in Fig. 2 reflects this absence of prediction. For instance, the larger NP is only built if in fact an entire PP is found.

Surveying these two strategies, Johnson-Laird (1983) concluded that the human comprehension mechanism must not use either of them. He offered a third way called the left-corner strategy as a psychologically plausible one. This strategy had previously been studied but not applied in models of human cognition by Rosenkrantz and Lewis (1970). The left-corner strategy is halfway between top-down and bottom-up parsing. If the first category on the right-hand side of a grammar rule can be found bottom-up, then the rule can be “applied.” If there are other daughters specified on the right-hand side of the rule, they become predictions just as in top-down parsing. Fig. 3 exemplifies this strategy. In this example, evidence for the left-corner category Adj is exchanged for evidence about a bigger constituent, AdjP, whose subconstituent PP remains to be found.

GLC generalizes left-corner parsing by adding flexibility about the number of daughters that need to be found before left-corner projection, of the type illustrated in Fig. 3, can happen. Fig. 4 illustrates how each rule is associated with a number $i$. Daughters 1 through $i$ are called the trigger of a rule; they must be found in a bottom-up way before the rule can be announced. After it is announced, the remaining nontrigger elements of the rule become expectations. Bottom-up parsing is then a GLC strategy where $i = n$, in other words where

---

**Fig. 1.** The top-down parsing strategy applying the transitive verb phrase rule VP $\rightarrow$ V NP.

(a) Before top-down application of a VP rule

(b) After top-down application of a VP rule

---

**Fig. 2.** The bottom-up parsing strategy applying the adjunction rule NP $\rightarrow$ NP PP.

(a) Before bottom-up application of a PP rule

(b) After bottom-up application of a PP rule
the trigger encompasses all of the daughters specified on the right-hand side of a phrase structure rule. Left-corner parsing is a GLC strategy where $i = 1$. And top-down parsing is a GLC strategy where $i = 0$. The GLC theory additionally offers the flexibility to assert that different grammar rules have different trigger points. Such “mixed” parsing strategies allow a cognitive model to treat arguments and adjuncts differently, as humans apparently do (for a review see Tutunjian & Boland, 2008). The choice of strategy itself constitutes a substantive parameter in the definition of sentence comprehension models.

Table 2 schematizes the broad framework’s proposal about possible transitions between problem states in parsing. Each transition fits into one of four possible categories. These categories represent two binary contrasts: A transition can either fulfill an expectation or not, and it either deals with a word or with a phrase. Within these categories, operations are parameterized to reflect the particular rule being applied. A particular GLC strategy identifies, for each rule, which daughters are part of the Trigger sequence that must be found before a rule may be “applied,” “announced,” or simply “used.” All of these terms mean the same thing within the framework.

Table 2
Four schemas define possible state-transitions

<table>
<thead>
<tr>
<th>word vs phrase</th>
<th>satisfies an expectation?</th>
</tr>
</thead>
</table>
| shift a word $W$ | $\begin{cases} \text{project a rule } LHS \rightarrow Trigger \leftrightarrow Rest \\
\text{project and match the sought parent } LHS \rightarrow Trigger \\
\text{using the rule } LHS \rightarrow Trigger \leftrightarrow Rest \end{cases}$ |
| scan the sought word $W$ | $\text{shift a word } W$ |
2.3.2. Informed search

When more than one transition is applicable, conflict arises. Should a comprehender project the transitive verb phrase rule, the intransitive one, or simply go on to the next word? Conceptualizing this problem as one of search brings to bear a wealth of theory and techniques from artificial intelligence (AI). From the classic AI perspective, a problem looks like a tree (Newell, 1968). Each node of this tree corresponds to a problem state. These nodes include all of the information needed to proceed with some line of reasoning. In GLC parsing, states must contain a stack of sought and found categories because this information conditions their applicability. The transitions between nodes in this search tree correspond to choices drawn from Table 2. Although the ‘‘project’’ operation applies a phrase structure rule, ‘‘shift’’ and ‘‘scan’’ deal with individual words either by pushing them on to the stack or popping them off, respectively.

The AI tradition distinguishes between search procedures that do not require any knowledge of the domain (‘‘uninformed’’ search procedures) and procedures that do take advantage of problem-specific knowledge (‘‘informed’’ search procedures). The broad framework supposes that human sentence comprehension involves the latter kind. That is to say the decision about which state to visit next is made on the basis of some notion of how good or bad the destination problem state is, rather than some fixed policy about the priority of specific transitions. If a searcher can work out the heuristic value $f(n)$ of a node $n$, this quantitative notion of goodness can lead to better solutions sooner. To explore a problem space in this way, in order of heuristic value, is known as ‘‘best-first’’ search. One can take much of the literature on ambiguity resolution as being directed toward finding appropriate ingredients of the function $f$ as suggested in Fig. 5. Increasingly complex models defined within the broad framework could carry out informed search using any number of information sources as long as they can be bundled together into a single heuristic value.

For better or for worse, the ordering of words in sentences makes it impossible to define accurate heuristic values for incremental parser states. This is because initial fragments of sentences can often be continued in a wide variety of ways. A particular syntactic analysis of the first few words of a sentence may be very good if it turns out to be followed by a certain continuation, but very bad if followed by another. The impossibility of a truly accurate valuation of incremental parser states follows from the fact that part of the problem involves guessing what the speaker intends to say in the future. In light of this, the framework applies a refinement of best-first search called A* search (Hart et al., 1968). In A*, the heuristic quality measure is split up into two kinds of costs as shown below in Eq. 1.

$$f(n) = g(n) + h(n)$$

One of these addends, $g(n)$, reflects the cost of a path from the initial state all the way to state $n$. The other, $h(n)$, estimates the cost required to get from $n$ to a goal state. The A* search procedure trades off these two kinds of costs in an effort to achieve a good solution overall without wasting too much time exploring unpromising subspaces.

It can be shown mathematically that if $h$ satisfies certain conditions, A* search finds an optimal solution as fast as any search algorithm can. One of these conditions, ‘‘admissi-
Adopting the assumptions of the broad framework, this section lays out a particular comprehension model. To facilitate deeper analysis, this model abstracts away from several well-known aspects of human performance. It takes an intentionally simplified position on issues like adjunct processing, generalization from past experience, and lexicalization. It deploys just one information source, syntactic knowledge. This simplification allows the analysis to focus on two key parameters: the parsing strategy and the heuristic values $\hat{f}(n)$.

3.1. A mixed strategy

Inspired by work like Clifton, Speer, and Abney (1991) and Hemforth, Konieczny, and Strube (1993), the simple model adopts a mixed parsing strategy. This strategy applies all

$$\hat{f}(n) = Q(\text{definiteness}(n), \text{familiarity}(n), \text{prosody}(n), \text{felicity}(n),$$

$$\text{weight}(n), \text{memory burden}(n), \text{event typicality}(n), \ldots)$$

Fig. 5. The broad framework combines analysis quality factors into a single cost, $\hat{f}(n)$. The precise inventory of factors and their mode of combination $Q$ remain open questions in sentence processing.
rules in a left-corner manner, except for adjuncts. To put this same assertion in GLC terms, the
trigger point is set to $i = 1$ for all rules except for those of the form $XP \rightarrow XP YP$ where
$XP$ has the same category in both the parent and the first child. Rules of this form are typi-
cally used in English grammars for optional postmodifiers. This simple mixed strategy calls
for these to be parsed bottom-up. That is, the announce point $i$ is set to $n$, the daughter-
number of the final element of the right-hand side of the rule. This strategy has the salutary
effect of relieving a parser from having to guess whether or not every noun phrase will be
postmodified. Fig. 6 shows how this strategy applies toward the end of the globally correct
analysis of Bever’s (1970) famous garden-path sentence. In subfigure (c) of Fig. 6 the
reduced relative clause *raced past the barn* has been analyzed as a verb phrase. This way of
characterizing the phrase structure of relative clauses reflects the Treebank annotation
guidelines (Marcus et al., 1993). From the perspective of the parsing strategy, the important
point is that the globally correct reading calls for an adjunction rule. The reduced relative
clause is adjoined to the noun phrase it modifies. The mixed parsing strategy does not pre-
dict these modifiers. Rather, once they are located bottom-up their mother node—in this
case NP—is projected. This bottom-up handling of an adjunct is shown in subfigure (d),
which is analogous to Fig. 2(b). Having built a complex subject NP, the analysis can pro-
ceed by projecting $S \rightarrow NP VP$ in a left-corner manner (subfigure (e)) creating an expecta-
tion for a VP which is eventually fulfilled by *fell* (subfigures (g) and (h)).

This strategy can handle disconnected pieces of phrase structure. These are separated by
semicolons in Fig. 6 and each successive position may be thought of as a kind of memory
cell. Abney and Johnson (1991) and Resnik (1992) present the argument that this strategy
avoids unrealistic storage requirements when applied to English sentence structures. Work
by Schuler, Miller, AbdelRahman, and Schwartz (2010) suggests that on a predominantly
left-corner strategy like this one, as few as four memory cells are sufficient to analyze 99%
of the *Switchboard* and *Wall Street Journal* corpora. On the other hand, as a reviewer points
out, this strategy does not allow adjuncts to be added to a category that has already fulfilled
an expectation. This classic problem has motivated a variety of techniques for underspeci-
fying the phrase structural content of intermediate parser states (Demberg & Keller, 2009;
Shieber & Johnson, 1993; Sturt & Crocker, 1996; Sturt, Costa, Lombardo, & Frasconi,
2003; Weinberg, 1993). One or another of these techniques could be adopted in an elabo-
rated version of the model.

### 3.2. An empirical search heuristic

In the simple model, the heuristic values that guide informed search are costs expressed
as numbers of GLC steps. This idea, that language users favor shorter analyses, has a distin-
guished history. It has been advocated by theorists such as Noam Chomsky (1995, p. 145),
Joan Bresnan (2001, p. 91), and Lyn Frazier (1979, p. 36). Paul Grice’s (1975) Maxim of
Manner could be rephrased to say that a cooperative speaker’s intent is reflected in the
shorter analysis. While it remains an open question exactly which notion of heuristic quality
guides the human sentence processing mechanism, the simple model reifies the assumption
that brevity will turn out to be a key component. In the context of A* search, this idea can
be implemented by viewing $g(n)$ as the number of GLC steps taken to reach a particular search node. This then prompts the question, how many steps should be expected to finish parsing from search node $n$? In other words, how to define $h$? Perhaps the most straightforward answer to this question would be to say that estimates about how sentences are going...
to end should be based on experience. This idea can be formalized by simulating the action of a given parsing strategy on a corpus sample and recording how far away particular states were from actually finishing. Table 3 collects some of the results of this procedure when applied to the Brown corpus (Kučera & Francis, 1967; Marcus et al., 1993) on the strategy described above in Section 3.1. Each row of Table 3 specifies the contents of a stack, which grows to the left. In stack specifications, categories surrounded with brackets are predictions about upcoming material, while unbracketed categories have been found bottom-up. The table associates a stack with a distance estimate. For instance, in stacks where a determiner (DT) is being sought as part of an NP, which is itself part of a sentence (S), on average those states are 34.478 steps away from finishing an analysis. This value can be used as the completion-cost estimate in A* search. In other words, one can define $h$ explicitly as a lookup table that represents a comprehender’s previous experience with a class of similar states.

The rows of Table 3 describe some of the most frequently experienced intermediate states in the Brown corpus. Others have much lower attestation counts or are not experienced at all. In view of speakers’ infinite creativity, it is inevitable that comprehenders will arrive in novel states to which no past experiences are directly relevant. To model this sort of generalization, the simple model implements a simple state-abstraction scheme. If a state is encountered for which insufficient experience is available, the simple model substitutes experiences with a shorter stack that shares initial elements with the one being considered. It falls back to the longest substack for which enough experience is available. In the simulations to be described in Section 4, “enough” means at least one attestation in the 53,153-sentence Brown corpus. Setting the threshold this low corresponds to the view that some information is better than no information. The particular threshold value is an arbitrary aspect of the simple model’s implementation. The essential idea is that the part/whole rela-

Table 3
Stack configurations attested in the Brown corpus

<table>
<thead>
<tr>
<th>Stack Contents</th>
<th>Attestations</th>
<th>Average No. of Steps to Goal</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>VP [S]</td>
<td>55,790</td>
<td>44.936</td>
<td>0.1572</td>
</tr>
<tr>
<td>[S]</td>
<td>53,991</td>
<td>10.542</td>
<td>0.0986</td>
</tr>
<tr>
<td>NP [S]</td>
<td>43,635</td>
<td>33.092</td>
<td>0.1633</td>
</tr>
<tr>
<td>[NP]</td>
<td>38,844</td>
<td>55.791</td>
<td>0.2126</td>
</tr>
<tr>
<td>[NP] S [S]</td>
<td>34,415</td>
<td>47.132</td>
<td>0.2122</td>
</tr>
<tr>
<td>S [S]</td>
<td>33,578</td>
<td>52.800</td>
<td>0.2195</td>
</tr>
<tr>
<td>PP [S]</td>
<td>30,693</td>
<td>34.454</td>
<td>0.1915</td>
</tr>
<tr>
<td>[IN] PP [S]</td>
<td>27,272</td>
<td>32.379</td>
<td>0.2031</td>
</tr>
<tr>
<td>[DT] NP [S]</td>
<td>22,375</td>
<td>34.478</td>
<td>0.2306</td>
</tr>
<tr>
<td>AUX VP [S]</td>
<td>16,447</td>
<td>46.536</td>
<td>0.2863</td>
</tr>
<tr>
<td>[VBD] VP [S]</td>
<td>16,224</td>
<td>43.057</td>
<td>0.2826</td>
</tr>
<tr>
<td>[VB] VP [S]</td>
<td>13,548</td>
<td>40.404</td>
<td>0.3074</td>
</tr>
<tr>
<td>[the] NP [S]</td>
<td>12,507</td>
<td>34.120</td>
<td>0.3046</td>
</tr>
<tr>
<td>[NP] NP [S]</td>
<td>12,092</td>
<td>43.821</td>
<td>0.3269</td>
</tr>
<tr>
<td>[DT]</td>
<td>10,440</td>
<td>66.452</td>
<td>0.3907</td>
</tr>
</tbody>
</table>
tionship on stack configurations can be used to support generalization across contexts where there is insufficient experience.

3.3. **Interpreting the model**

The number of states explored during parsing indexes the model’s search effort. If the experience-based heuristic is helpful in quickly finding a good syntactic analysis, then fewer states will be explored. If not, then search is less focused and relatively more work is done. As an example of this, note that the simple model finds the globally correct analysis of *the horse raced past the barn fell* after exploring 115 states. By contrast, the globally correct analysis of *the horse raced past the barn* is found after visiting just 43 states. In view of this asymmetry, one says that the model derives the garden-path effect in this case.

This algorithmic-level model characterizes not only how many states are visited but also their content and sequencing relative to one another. For instance, 58 of the 115 states mentioned above treat *the horse* as an unmodified subject. These states entertain the garden-path analysis, and their exploration occurs after the search process first encounters the verb *raced*.

It would be possible to define a detailed linking hypothesis by fitting durational values to classes of GLC transitions. For instance, Lewis and Vasishth (2005) adopt the standard ACT-R assumption that all transitions take 50 ms, plus whatever latency is incurred by memory retrieval. For the models considered in this article, no such fitting has been attempted. In the cases to be considered in following sections, any linking theory that maps steps to approximately equal increments of observed difficulty—such as reading time—would be adequate.

Another issue in the interpretation of the model concerns the “sunk” character of the costs $g(n)$. Why should a searcher take into account the number of steps already taken to reach a particular node, if those costs have already been paid? The answer is that A* minimizes path length, not exploration cost. Rather than locally optimizing for number-of-states visited, A* searches for an analysis that meets the global criteria of being both consistent with the input and economical in GLC steps. The exploration costs that serve as the model’s difficulty metric are naturally seen from this perspective as side effects of a comprehension process striving for accuracy, not just speed.

4. **Three examples**

This section applies Section 3’s simple model to three types of human sentence comprehension phenomena. The first phenomenon is the garden-path effect. Many theories, beginning with Frazier’s (1979) Garden Path Theory, have insightfully characterized this phenomenon. Its treatment here shows how the new proposal covers an important class of existing observations. It also serves an expository role, showing in detail how the simple model applies to a small, familiar example.

The second phenomenon is one of many counterexamples to the Garden Path Theory and related approaches such as Pritchett’s Theta Reanalysis Constraint (1988, p. 545). As an
attachment “paradox,” this example is emblematic of the diverse class of anomalies that threaten any theory of fixed structural preferences (Lewis, 1993, §2.4.2).

The third phenomenon is called local coherence. First characterized by Tabor et al. (2004), it has served as part of an influential argument against processing models that respect the competence hypothesis. Konieczny and Müller (2006) find the same sort of effect in German and suggest that it rules out all proposals except those that are dynamical systems in the sense of van Gelder (1998).

The model-fitting exercise carried out in each case is intended not to show a tighter correlation than previous attempts, but rather to show how observed contrasts between experimental conditions follow from a simple model at the algorithmic level. Success with this simple model strengthens the plausibility of the framework as a whole, setting the stage for further development.

4.1. Garden pathing

One of the classic garden paths that Frazier and Clifton (1996) review is shown below in Example 1:

(1) a. while Mary was mending  a sock fell on the floor
    b. while Mary was mending , a sock fell on the floor

The control condition 1b includes a comma which, in spoken language, would be expressed as a prosodic break (Bailey & Ferreira, 2003; Carroll & Slowiaczek, 1991; Speer, Kjelgaard, & Dobroth, 1996). A variety of factors have been implicated in the ambiguity resolution task that Example 1 presents. For instance, lexical properties of the verb mend have been shown to affect attachment preferences strongly in these cases (Ford et al., 1982; MacDonald et al., 1994; Mitchell, 1987; Stowe, 1989). In what follows, we put aside such lexical properties in using the simple model to derive the mere possibility of garden pathing. A more detailed picture would undoubtedly emerge from more complex models based on lexicalized grammars.

All of the examples in Section 4 use categories taken from the Penn Treebank (Kučera & Francis, 1967; Marcus et al., 1993). Using the particular grammar specified in Fig. 7, the simple model’s A* search explores the problem space shown in Fig. 8. Circles in such diagrams denote search nodes; each one contains a stack of phrase structures and a list of unparsed words as in Fig. 6. Numbers written inside the circles are timestamps reflecting the order in which informed search visited the node. These pictures detail how informed search arrives at the globally correct analysis in state 43, but not without first exploring the garden-path analysis, states 18–24 (state numbers are shown in Fig. 9). By contrast, the garden path is not explored while parsing the control stimulus 1b. The problem space for this item, Fig. 8(b), shows how informed search proceeds much more directly to the globally correct analysis.

Fig. 9 zooms in states 12 through 25 from Fig. 8(a). The decision to explore the garden path comes after shifting the indefinite determiner a. This word is integrated into two
different syntactic contexts in states 18 and 25, respectively. Progress along the globally correct path, which is committed to the intransitive rule $\text{VP} \rightarrow \text{VBG}$, is rated as more expensive by the experience-based heuristic than returning to the transitive analysis in state 14. Because of this asymmetry in heuristic values, A* returns to state 14 and does extra work in 1a but not 1b. On the basis of the information provided by the experience-based heuristic, it is rational to explore the garden path in 1a but not in 1b. The branches in subfigure 8(b) reflect subcategorization possibilities common to both items.

The simple model examines 43 search nodes during the analysis of the temporarily ambiguous item 1a. However, it dispatches the unambiguous item 1b after only 38 nodes, despite that sentence having an additional token, the comma. This derives the asymmetry observed by Frazier and colleagues. Although Frazier (1979) accounts for the effect with the Minimal Attachment (MA) heuristic, the present model recasts it as a side effect of optimistic expectations about the way sentences typically end. Rerunning the same simulation with all step-costs set identically to zero demonstrates that this particular prediction is not due to $g(n)$ implementing MA. Of course, retaining the general formulation with $g(n)$ anticipates increasingly detailed models that incorporate richer notions of analysis quality.

Fig. 7. Grammar for garden pathing in Example 1.

\[
\begin{align*}
\text{S} & \rightarrow \text{NP} \quad \text{VP} \\
\text{S} & \rightarrow \text{SBAR} \quad \text{S} \\
\text{S} & \rightarrow \text{SBAR} \quad , \quad \text{S} \\
\text{SBAR} & \rightarrow \text{IN} \quad \text{S} \\
\text{VP} & \rightarrow \text{VBG} \\
\text{VP} & \rightarrow \text{VBG} \quad \text{NP} \\
\text{VP} & \rightarrow \text{VBD} \quad \text{PP} \\
\text{VP} & \rightarrow \text{AUX} \quad \text{VP} \\
\text{VBG} & \rightarrow \text{mending} \\
\text{VBD} & \rightarrow \text{fell} \\
\text{VBD} & \rightarrow \text{was} \\
\text{PP} & \rightarrow \text{IN} \quad \text{NP} \\
\text{NP} & \rightarrow \text{NNP} \\
\text{NP} & \rightarrow \text{DT} \quad \text{NN} \\
\text{NNP} & \rightarrow \text{Mary} \\
\text{NN} & \rightarrow \text{sock} \\
\text{NN} & \rightarrow \text{floor} \\
\text{IN} & \rightarrow \text{while} \\
\text{IN} & \rightarrow \text{on} \\
\text{DT} & \rightarrow \text{the} \\
\text{DT} & \rightarrow \text{a}
\end{align*}
\]
The generalization behavior of the search heuristic is detailed in Appendix A. This appendix reports, for every lookup, the number of observations that support the $h(n)$ estimates. The pattern is the same throughout all of the examples in the article: In parser states with specific lexical words, or deeply nested structure, there is correspondingly more state abstraction and thus, more generalization.

Fig. 8. Search tree with timestamps. Circles denote parser states, and lines denote operator applications. The garden path is indicated with dotted lines. Parser states include pieces of phrase structure licensed by the grammar in Fig. 7.

The generalization behavior of the search heuristic is detailed in Appendix A. This appendix reports, for every lookup, the number of observations that support the $h(n)$ estimates. The pattern is the same throughout all of the examples in the article: In parser states with specific lexical words, or deeply nested structure, there is correspondingly more state abstraction and thus, more generalization.
Another key aspect of the simulation is monotonic structure-building. Models within the framework use parallelism to return to previously unexplored analyses, rather than any kind of repair operator (Grodner, Gibson, Argaman, & Babyonyshev, 2003). Indeed, the simple model’s parsing strategy introduced in Section 3.1 and applied in this example does not include any destructive operations.

4.2. Attachment paradox

The simple model’s parallelism allows it to overcome paradoxical counterexamples to theories based on fixed attachment preferences such as Right Association or Late Closure (Kimball, 1973). Example 2, adapted from Gibson (1991, p. 22), exemplifies the problem.

(2) a. I gave her earrings on her birthday
    b. I gave her earrings to another girl

Example 2 would be categorized as upa7 in Lewis’s (1993) catalog of unproblematic ambiguities. Gibson cites it as evidence against a large class of theories, including the Theta
Reanalysis Constraint (Pritchett, 1992, p. 94). His argument hinges on the different ways that the verb give is used in each example. In 2a, give appears in the subcategorization frame [NPrecipient NPtheme] whereas in 2b it is attested in the frame [NPtheme PPrecipient]. The sentence-final prepositional phrase (PP) is an optional temporal modifier in 2a but a subcategorized element in 2b. An attachment preference like Right Association or Late Closure would eagerly attach earrings to her; such a preference leads a parser up the garden path in 2a but not 2b. Replacing this heuristic with the opposite principle (perhaps ‘‘Early Closure’’ or ‘‘Left Association’’) would simply swap the predictions such that 2b becomes the predicted garden path instead of 2a. No matter which way fixed preferences are formulated, they derive a prediction of garden pathing on half the items. In fact, neither is particularly hard to understand.7

Fig. 10 shows the search spaces explored during the parsing of 2a and 2b, respectively. These states explore analyses defined by the grammar in Fig. 11; the final states in each case reflect the globally correct analyses shown in Fig. 12. Consistent with the Treebank annotation guidelines, the grammar specifies that the word her may either be possessive (PRP$) or nonpossessive (PRP). The problem spaces show how the simple model copes with this temporary ambiguity. In these diagrams, filled or darkened circles indicate states in which the ‘‘other’’ interpretation of her is explored. That is, the highlighted states have a grammatical interpretation of 2a that fits the globally correct reading of 2b and vice versa. Categorizing these search spaces according to whether or not they allocate effort finding the other analysis identifies the parsing work shared across 2a and 2b.

Much of the work turns out to be shared. The experience-based heuristic leads the simple model to interleave the garden-path attachment and the globally correct attachment. The result is a search process that is strictly committed to neither analysis. In 2a, fifteen states represent the globally incorrect attachment of her. In 2b, fourteen states represent the globally incorrect attachment of her to give as a one-word direct object. The paradox for purely structural attachment heuristics is dissolved by the observation that neither pathway fully achieves priority over the other.

4.3. Local coherence

Having considered garden pathing and counterexamples to it, this section turns to a phenomenon that has come to light more recently called local coherence. It was first characterized in English by Tabor et al. (2004) and in German by Konieczny (2005); Konieczny and Müller (2006, 2007). This phenomenon is significant because it figures in influential arguments for dynamical, rather than computational, models of cognition. The dynamical approach (van Gelder, 1998; Port, 2003) sets itself against certain received positions in classical cognitive science such as:

1. A commitment to discrete and context-free symbols …
2. The view of rules as operators …
3. The static nature of representations …
4. The building metaphor …

(Elman, 1995, pp. 198–199)
Fig. 10. It is rational to do a little of both. Circles denote search nodes; darkened circles indicate states in which the "other" interpretation is being explored.
These assumptions lie at the heart of the broad framework introduced in Section 2. This section argues that the local coherence data are in fact compatible with the broad framework. The argument proceeds by example, taking up first the English finding, then the German finding. This modeling also improves upon previous work based on Markov models. This class of theories is identified as LCA2 in Tabor et al. (2004) and studied further in Bicknell, Levy, and Demberg (2009). Such devices do not possess any sort of top-down, predictive component. As Gibson (2006) writes, “The top-down component...needs to be worked out in more detail in order to provide an analytic model” (p. 365). The simple model, with its partially top-down parsing strategy, offers a way to understand such a hypothesized component of the human sentence processing mechanism.

4.3.1 English

The term “local coherence” itself refers to a substring that can be given an independent syntactic analysis that does not fit into the globally correct analysis. For instance, in Example 3a, the substring the player tossed a frisbee could be analyzed as a sentence as shown in Fig. 13. In the context of Example 3 such an analysis is grammatically impossible: The preposition at does not take a sentence as a syntactic complement in English.

(3) a. The coach smiled at the player tossed a frisbee by the opposing team
b. The coach smiled at the player thrown a frisbee by the opposing team
c. The coach smiled at the player who was tossed a frisbee by the opposing team
d. The coach smiled at the player who was thrown a frisbee by the opposing team
Local coherence seems different from garden pathing. In classic temporary ambiguities like Example 1, some analysis of the ambiguous region turns out to be grammatically inconsistent with material that eventually arrives on its right. By contrast, a locally coherent substring may be inconsistent as well with material on its left. Tabor and colleagues demonstrate that the presence or absence of these left-inconsistent analyses in English has a measurable effect on reading time. Their experiment manipulates two binary factors:

(a) Analysis of 2a conflicts with Late Closure; *earrings* could have been part of the most recent phrase, NP

(b) Analysis of 2b respects Late Closure; *earrings* is part of the most recent phrase, NP

Fig. 12. Attachment paradox for fixed heuristics.
±reduction, which amounts to the presence or absence of who was, and ± ambiguous. A stimulus that is +ambiguous employs a verb like tossed that is homophonous in active voice and passive voice, whereas embedded verbs in the –ambiguous stimuli always have a spelling that is unique to the passive. Table 4 summarizes this 2 × 2 design, highlighting the cell in which stimuli contain the locally coherent substring. Global syntactic analyses for these items are shown in Fig. 14.

Tabor et al. (2004) analyze self-paced reading times in a region comprising the embedded verb (e.g., tossed or thrown) and the following three words. In this region, they observe an interaction between the factors ± ambiguous and ± reduced such that the well-known slowdown associated with reduced relative clauses is exacerbated when the embedded verb is ambiguous. This observed superadditivity suggests that the embedded verb is indeed considered as a main verb for its own sentence, a sentence in which the player functions as a subject. A key precondition for any modeling based on this intuition is that the model be able to explore locally coherent states. In some parser designs, a prediction table or left-corner table would prevent such exploration. The table would encode global knowledge of the fact that sentences cannot be complements of prepositions (Earley, 1970; Stolcke, 1995). Nothing in the simple model requires such a table. In fact, the simple model allows for the possibility that such unfinishable states could be explored.

Parsing runs with the simple model confirm that locally coherent states are, in fact, explored in stimuli like the ones Tabor and colleagues used. To ensure that none of the predictions come down to out-of-vocabulary words, the word frisbee is replaced by ball in the input to the model. Fig. 15 illustrates this additional searching by depicting the crucial sector of search space in items like Example 3a and 3c. In the region that Tabor and

<table>
<thead>
<tr>
<th></th>
<th>+ambiguous</th>
<th>−ambiguous</th>
</tr>
</thead>
<tbody>
<tr>
<td>+reduced</td>
<td>3a</td>
<td>3b</td>
</tr>
<tr>
<td>−reduced</td>
<td>3c</td>
<td>3d</td>
</tr>
</tbody>
</table>

Fig. 13. Locally coherent analysis not compatible with global structure of 3a.
colleagues analyzed, there is an ambiguity penalty of five states in the ambiguous tossed case compared to a corresponding penalty of only three states in the thrown case. This amplified effect of reduction in the ambiguous case follows jointly from the parsing strategy, the grammar and the heuristic.

To see how it follows, consider the simple model’s progress immediately after the words the player. The globally correct analysis in all conditions demands a postmodifying relative clause. Because the simple model’s parsing strategy does not predict postmodifiers, both the modifi-ee NP and its modifi-er must be built bottom-up. By the time this has been accomplished, three pieces of structure have been built as shown in Fig. 16. There are 18 cases in the Brown corpus where a state like this one is attested. On average, these states are 76 steps away from finishing. This low level of “optimism” about the completion cost $h$ leads $A^*$ to

Fig. 14. Syntactic structures for the Tabor et al. (2004) stimuli in Penn Treebank style.
examine the locally coherent alternatives. These are the states that result from projecting a sentence node over *the player* as opposed to leaving it on the stack to await combination with a postmodifier. These analyses have yet to get as far as the word *ball* and thus, it is rational to develop them so that their costs can be compared with the analyses shown in Fig. 16. This reconsideration exercises all of the possibilities provided in the grammar, Fig. 17. As there are more ways to use *toss*—for instance, more subcategorization
possibilities—more states are explored in 3a than 3c. All of these eventually come up against a wall of very high cost, which leads A* back to the globally correct pathway.

The simple model correctly derives the observed superadditive interaction of ± reduction and ± ambiguity because the $h$ values rationally motivate consideration of locally coherent states. The prediction is independent of $h$’s generalization threshold, but it does depend on the search procedure being free to explore locally coherent states. The empirical distance heuristic could have led the parser away from these states, but it in fact does not. This outcome spotlights the trade-off between grammatical deduction and graded heuristic guidance. It may be that alternative behavioral tasks and individual differences can be modeled in terms of the trade-off between these two theoretical devices. In-depth exploration of these possibilities should be informed by future work, both empirical and theoretical.
4.3.2 German

Konieczny and Müller (2006) observe a similar kind of local coherence in German using stimuli like those in Example 4.

(4) a. Die Tatsache, dass die Astronautin überrascht den Außerirdischen vom Mars entdeckte, erregte Aufsehen.

b. Die Tatsache, dass die Astronautin ungläubig den Außerirdischen vom Mars entdeckte, erregte Aufsehen.

Example 4a uses a form of überraschen, which is ambiguous between an adverb and a present-tense inflected main verb. This latter possibility allows for the locally coherent interpretation shown in Fig. 18. By contrast, the control item 4b has a very similar meaning but lacks the ambiguity that would lead to a local coherence.

If no global filtering is applied, A* search arrives at the globally correct analysis of 4a, shown in Fig. 19(b), after visiting 1,390 states. It visits only 310 states on the way to the analysis of 4b in Fig. 19(b). In the locally coherent example, 158 of the explored states include an analysis of [NP die Astronautin] as a sentence subject. During parsing of the control item, only four such states are visited. This asymmetric prediction is consistent with the local coherence effect observed by Konieczny and Müller (2006). In adapting the simple model to this example, the grammar in Fig. 20 is used in conjunction with distance-to-completion metrics read-off from the Tiger Treebank (Brants et al., 2004).9

4.4. Discussion of the three examples

The preceding subsections have sought to lay bare the functioning of the simple model using small grammars that lead to relatively small problem spaces. Scaling the model up to

![Fig. 18. Local coherence in 4a.](image-url)
Fig. 19. NEGRA format analyses for the stimuli in 4.

(a) Syntactic analysis for example 4a

(b) Syntactic analysis for example 4b
larger grammars enlarges the problem spaces with new options to pursue. The three English examples have been examined with a larger “merged” grammar that combines all of the English rules mentioned in any of the examples, and search within this grammar generally mimics the relationships found with the individual grammars. One exception to this generalization is PP attachment. The detailed balance between subcategorization frames in Section 4.2’s attachment paradox is sensitive to number and type of PP attachment options. This sensitivity does not impugn the claim that the simple model can interleave its consideration of more than one analysis. Rather, it points to the many information sources—such as degree-of-plausibility—that are excluded from the simple model’s empirical heuristic. While this heuristic provides perhaps the most direct formulation of the chose-based-on-experience idea, its status as a lookup table renders it difficult to draw generalizations about the particular type or types of knowledge that it encodes. To gain a deeper understanding of what this heuristic actually does, the next section considers a related heuristic which encodes some of the same generalizations.

5. An entropy-reducing mechanism

5.1. The heuristic’s knowledge of sought categories

The simple model’s completion cost estimate treats parser states as sequences of category symbols. What can be said about the contribution of individual symbols within these sequences? Noting the GLC distinction between “sought” and “found” categories, one

\begin{align*}
S & \rightarrow \text{NP } \$, \text{VVFIN } \text{NP} \\
S & \rightarrow \text{NP } \text{VVFIN } \text{NP} \\
S & \rightarrow \text{KOUS } \text{NP } \text{ADJD } \text{NP } \text{VVFIN} \\
\text{NP} & \rightarrow \text{NN} \\
\text{NP} & \rightarrow \text{ART } \text{NN} \\
\text{NP} & \rightarrow \text{ART } \text{NN } \$, \text{S} \\
\text{NP} & \rightarrow \text{ART } \text{NN } \text{PP} \\
\text{PP} & \rightarrow \text{APPRART } \text{NE} \\
\text{VVFIN} & \rightarrow \text{überrascht} \\
\text{VVFIN} & \rightarrow \text{erregte} \\
\text{VVFIN} & \rightarrow \text{entdeckte} \\
\text{NN} & \rightarrow \text{Tatsache} \\
\text{NN} & \rightarrow \text{Außerirdischen} \\
\text{NN} & \rightarrow \text{Aufsehen} \\
\text{NN} & \rightarrow \text{Astronautin} \\
\text{NE} & \rightarrow \text{Mars} \\
\text{KOUS} & \rightarrow \text{dass} \\
\text{ART} & \rightarrow \text{die} \\
\text{ART} & \rightarrow \text{den} \\
\text{ART} & \rightarrow \text{Die} \\
\text{APPRART} & \rightarrow \text{vom} \\
\text{ADJD} & \rightarrow \text{überrascht} \\
\text{ADJD} & \rightarrow \text{ungläubig}
\end{align*}
might imagine that the “sought” categories would be informative about the distance to completion. After all, if a full parse is eventually to be found, then full parses for each of the remaining sought categories will necessarily need to be found. They serve as promises about work that needs to be completed in successor states. If the completion cost estimates read off from a corpus sample indeed reflect these promises, then there should be a correlation between sought categories at a search node $n$ and the estimated distance-left-to-goal $h(n)$. Parser states with more sought categories should, in general, be farther from completion if $h(n)$ reflects top-down promises. On the other hand, different categories promise different amounts of work. A noun phrase, for instance, is much more likely to have a long derivation than a preposition. Such likelihoods can be formalized in terms of expected derivation length, shown below in Eq. 2, adapted from Wetherell (1980). Wetherell’s notation presupposes a numbering on symbols in a grammar: $S$ might be symbol #1, SBAR would be symbol #2 and so on. The expected derivation length is a vector whose components are the number of rewritings required during an average derivation of the $i$th nonterminal. The matrix $\mathcal{A}$ is the stochastic expectation matrix for one-step derivations. Its entries $\mathcal{A}_{ij}$ contain the sum of probabilities that the $i$th grammar symbol is rewritten as the $j$th symbol. The limit of matrix powers, $\mathcal{A}^\infty$ combines expectations for derivations of all lengths. The identity matrix $I$ plays a role formally analogous to the number 1 in the closed-form solution of a geometric series of scalars.

$$\text{expected derivation length (EDL)} = \mathcal{A}^\infty \times \begin{bmatrix} 1 \\ 1 \\ \vdots \end{bmatrix}$$

$$\mathcal{A}^\infty = \sum_{i=0}^{\infty} \mathcal{A}^i = \frac{I}{I - \mathcal{A}} = (I - \mathcal{A})^{-1}$$

Summing the expected derivation lengths for all sought categories in a state, and restricting consideration to states for which there are sufficient attestations in the Treebank (say, more than 150) a correlation of about 0.4 emerges between the amount of work explicitly promised in a parser state and the empirical estimate of completion distance. Fig. 21 shows this correlation.

### 5.2. Relationship to entropy

The correlation plotted in Fig. 21 also obtains between the mean-steps-to-completion and the average uncertainty or entropy of sought categories in a state. This is perhaps unsurprising given that the entropy of a nonterminal is just the same matrix $\mathcal{A}^\infty$ multiplied on the right by a vector of single-rewrite entropy values. Using the notation $\text{Prob}$ for the probability of a rule in a probabilistic context-free grammar (PCFG) the entropy of a single-rule rewriting event in a derivation is given below in Eq. 3. The value $h_{XP}$ quantifies the degree to which the conditional distribution on possible right-hand sides of XP rules is either peaked or flat.
The $h_{XP}$ values summarize the degree of uncertainty about one-step derivations in a PCFG. Combining them with $\mathcal{A}^\infty$ yields average uncertainty values about any derivation started by the given nonterminal. Equation 4 highlights the formal similarity between the entropy of a nonterminal, and its average derivation length.

$$h_{XP} = - \sum_{r \in \text{rules of the form } XP \rightarrow ...} \text{Prob}(r) \log_2 \text{Prob}(r)$$  \hspace{1cm} (3)$$

The $h_{XP}$ values summarize the degree of uncertainty about one-step derivations in a PCFG. Combining them with $\mathcal{A}^\infty$ yields average uncertainty values about any derivation started by the given nonterminal. Equation 4 highlights the formal similarity between the entropy of a nonterminal, and its average derivation length.

$$\text{entropy of nonterminal} = \mathcal{A}^\infty \times \begin{bmatrix} h_S \\ h_{SBAR} \\ h_{NP} \\ h_{NBAR} \\ h_{VP} \\ \vdots \end{bmatrix}$$  \hspace{1cm} (4)$$
5.3. Entropophobic heuristics and entropy reduction

Applying EDL or entropy of sought categories as a heuristic in A* search is straightforward—we term this the “refined” model in what follows. Both lead to an avoidance of categories that might be big or complex. If these categories are required in a globally correct analysis, such an “entropophobic” heuristic will explore alternative pathways first. More precisely, if a node \( n \) is on the globally correct path, then all alternative nodes with heuristic values \( f(n') < f(n) \) will be searched. This set of “step-sister” nodes \( n' \) must all be disconfirmed. If this set is large, the overall transition of the search from the way it was before \( n \) to after \( n \) will be difficult. From the perspective of the Entropy Reduction Hypothesis (Hale, 2003, 2006; Wilson & Carroll, 1954), the transition from a large set of alternatives to a single alternative also represents work. The following section identifies the relevant sets in drawing a connection between the ERH and the refined model in a specific example.

5.4. Easy versus hard garden paths

This section applies the refined model in a rederivation of the difficulty asymmetry between two garden-path sentences. This asymmetry follows from the Entropy Reduction Hypothesis (Hale, 2003). However, rederiving it using the refined model not only demonstrates how the model applies across sentences but also highlights the relationship of the current proposal to this particular, preexisting rational analysis of parsing.

The garden pathing asymmetry under consideration is a relationship between the NP/Z ambiguity discussed above in Section 4.1 and another, milder ambiguity known as NP/S. The NP/S ambiguity, laid out with its control stimulus in 5, comes about when a verb like saw can take either an NP complement or a sentence (S) complement. Sturt et al. (1999) contrasted the NP/S with the version of the NP/Z temporary ambiguity shown below in 6. The naming convention reflects the fact that visited could either take an NP complement or no complement at all in its intransitive frame; this latter possibility is the zero (Z) case. The empirical finding is that the NP/Z garden-path effect measured in 6 is larger than the NP/S garden-path effect in 5 (Sturt et al., 1999).

(5) a. the Australian woman saw the famous doctor had been drinking quite a lot
   b. the Australian woman saw that the famous doctor had been drinking quite a lot

(6) a. before the woman visited the famous doctor had been drinking quite a lot
   b. before the woman visited, the famous doctor had been drinking quite a lot

Note that the refined model’s heuristic deals in average derivation length or average uncertainty of particular categories. These values can be computed directly from a weighted grammar. Fig. 22(a) lists weighted grammar rules, inspired by Generalized Phrase Structure Grammar (Gazdar, Klein, Pullum, & Sag, 1985), that cover 5 and 6. This grammar extends the one presented in Hale (2003, fig. 12 on p. 115) with additional rules required for the analysis of the control conditions 5b and 6b. In the spirit of Anderson’s (1990) second step,
one might say that this grammar constitutes a formal account of a speech community that
does not front their prepositional phrases very often. The grammar specifies that 75% of the
time sentences appear without fronted PPs. The other 25% of the time they are fronted, and
the comma is optional. Uniform weights on the other rules express a lack of commitment
to any special construction frequencies. Note that the grammar describes its weighted lan-
guage in a way that is independent of any parsing strategy.

Table 5 shows the effort profile of the refined model across these four items. The refi-
dered model correctly derives the greater severity of NP/Z as compared to NP/S. In
the easier NP/S case (Fig. 23), the globally correct path requires projecting an SBAR complement of *saw*. This happens at state 22 whose $g(22)$ cost so far is 13 steps. As shown in Fig. 22(b), the SBAR category has an average derivation length of 30 steps. Adding this completion cost estimate to the number of steps actually taken so far gives the total heuristic value, $43 = 13 + 30$. To get back on to this globally correct path, $A^*$ must disconfirm nine accessible states whose heuristic value is less than 43. The string-level progress of all these states remains on or near the verb *saw*. Metaphorically, this sequence of events might be described as the parser equivocating because it does not want to project a new clause.

In the harder NP/Z case (Fig. 24) the globally correct path requires passage through a state with outstanding predictions for [S], [NBAR], and [N]. At state 37, whose $g(37)$ value is 22, this adds up to $56 = f(37) = 22 + (29 + 3 + 2)$. Shifting *doctor* does not directly fulfill any of these predictions and $A^*$ instead returns to the developing garden-path analysis. This analysis entails roughly the same cost in terms of sought categories but has crucially not advanced as far as the globally correct analysis. Metaphorically, this sequence of events might be described as the parser synchronizing two lines of analysis because they both are about as good. Resolving this indecision involves contracting the step-sister set of $\hat{f} < 56$ nodes from thirteen down to one. The fact that this result does not follow when all step costs are set identically to zero confirms the essential role of $g(n)$.

Although the ERH deals in word-to-word transitions, models within the broad framework deal in transitions between states. Each analysis pathway is extended one step at a time. These steps are sequential with respect to a particular syntactic analysis. But their exploration may not occur sequentially in time. If there are other pathways with better heuristic values, they need to be disconfirmed before search can proceed in a given direction. The general connection between the ERH and the broad framework is that the disconfirmation of these alternatives takes more time when this set is large.

### 6. Related work

The most important prior work on rational analysis in human parsing is by Chater et al. (1998; see also Crocker, 2005). Section 5.4 treats the NP/S ambiguity they discuss. Beyond this one example, Chater and colleagues argue more generally that successful parsing shies away from choices that are hard to recover from. When parsing cannot return to a previous choice point, this is called ‘‘crashing.’’

<table>
<thead>
<tr>
<th></th>
<th>Experimental</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP/S</td>
<td>48 (5a)</td>
<td>40 (5b)</td>
</tr>
<tr>
<td>NP/Z</td>
<td>53 (6a)</td>
<td>42 (6b)</td>
</tr>
</tbody>
</table>
We assume that the parser chooses the order in which to consider alternative hypotheses at a point of local ambiguity to minimize the overall probability of a crash in parsing a sentence.

Fig. 23. Problem subspace for the “easy” NP/S garden-path sentence.
Fig. 24. Problem subspace for the “hard” NP/Z garden-path sentence.
By contrast, the purposive analysis proposed in this article does not assume any sort of cost for settling on a syntactic analysis or escaping from one. These costs would be needed to work out numerical predictions from Chater et al.'s theory. In the broad framework proposed here, everything depends on just one heuristic that estimates the amount of work left to do. This heuristic may be obtained from a corpus sample that a theorist chooses to interpret as a list of parsing successes, or it can be derived from a weighted grammar. In problem subspaces where more alternatives need to be disconfirmed before proceeding, this leads to more work. This approach represents an overall simplification of Chater et al.'s (1998) proposal.

Section 4.3 is in part concerned with local coherence effects studied by Bicknell et al. (2009). These authors suggest that local coherence effects would be rational under the assumption that “the bottom-up prior is available to the human sentence processor more rapidly than the in-context posterior.” Within the broad framework, the availability of bottom-up information is a consequence of an explicit parsing strategy that is partially bottom-up. While both proposals agree that bottom-up parsing is happening in these cases, the broad framework supplies a functional motivation for these actions in terms of a pressure to finish the task.

Models in the proposed broad framework span Tabor and colleagues’ (2004) distinction between Self-Consistent Parsing Accounts and Local Coherence Accounts. On the one hand, the framework does not require that states be self-consistent in the way that an oracle would enforce. On the other, states do have a categorical interpretation as either containing or not containing particular pieces of phrase structure. It would be possible to interpret the broad framework’s heuristic value as degrees-of-coherence; however, this would ignore the fact that under A* search, the heuristic value incorporates predictive guesses about the future.

Other researchers have not explicitly set out to do rational analysis but have made proposals that overlap with the one made in this article. A comparison can be made to the derivational theory of complexity (Miller, 1962). The derivational theory of complexity (DTC) asserts a positive relationship between processing difficulty and the number of syntactic transformations required to derive the sentence. The broad framework proposes a kind of DTC in that each grammar rule has potentially observable processing cost. Unlike the classic DTC however, this cost is not related to syntactic transformations but instead reflects parser operations that directly build surface structure. For instance, the effects of a transformation such as topicalization might be spread across many different phrase structure rules according to a slash-passing metarule (Crain & Fodor, 1985; Levine & Hukari, 2004). Experimental evidence against the classic DTC does not directly bear on the new model because of this difference between rule types. The natural extension of the DTC to phrase structure would associate the length of the globally correct derivation with perceptual difficulty. The broad framework contrasts with this natural extension because, due to temporary ambiguity, more than the minimum number of search steps will generally need to be taken. Nevertheless, because both approaches relate grammar rules to increments of predicted difficulty, the proposal can be viewed as a kind of revision to the DTC.

As mentioned in the introduction, the broad framework is also related to Augmented Transition Networks (ATNs). Psycholinguistic modeling with ATNs has always employed a uniformly top-down strategy. The examples in Sections 4 and 5 demonstrate a mixed
strategy. On the other hand, the complexity metric discussed in Section 3.3 is basically the same as Kaplan’s (1972) ‘‘number of transitions made or attempted’’ metric.

The process modeling in this article represents a conservative extension of Frazier and Fodor’s Garden-Path Theory. For Frazier and Fodor (1978), pursuing the wrong analysis leads to extra tree-building actions. In the broad framework proposed here, the same is true. But in the spirit of rational analysis, we decline to impose a memory limit. This could be done using any one of a number of methods (Korf, 1995; Russell, 1992; Zhou & Hansen, 2002) that go beyond beam search (Gibson, 1991; Roark & Johnson, 1999). Indeed, with the right heuristic, a memory bound may be unnecessary (Brants & Crocker, 2000).

7. Conclusion

The rational analysis methodology leads to a broad framework for theories of human sentence comprehension, one that makes clear that the process of finding a syntactic analysis is a kind of search. To specify an algorithmic model within the framework, one takes a position on the human parsing strategy and the valuation of intermediate states. A simple formulation, motivated by functional pressures to understand quickly and accurately, derives garden pathing, garden-pathing counterexamples and local coherence in English and German. Analyzing this simple model yields a refined model whose relation to a grammar is more direct. This refined model aligns with the idea of entropy-reduction: when more alternatives must be ruled out, comparatively more work is done. The predictions of this refined model, as regards the relative size of two garden-path examples, indeed align correctly with previous work. Because the broad framework is situated at Marr’s (1982) middle level, it details what a rational parser would do on a step-by-step basis. This approach provides a look inside a mechanism that seems to be compatible with many of the empirical findings and conceptual constraints proposed in the field of sentence comprehension to this point.

Notes

1. The Introduction categorizes a multifaceted body of work along two specific dimensions. These dimensions—the characterization of informational factors that affect human sentence processing, and the definition of general theories of comprehension difficulty—naturally go hand in hand and all of the cited articles make some contribution to both enterprises. For purposes of this Introduction, they are separately identified in order to motivate the sort of analysis sketched in Fig. 5.

2. The notation for intermediate parser states such as those shown in Fig. 6 uses a comma to separate the current stack of phrase structures from the remaining input list. In certain grammars used in this article, the comma is also a terminal symbols (e.g., Figs 1, 20, and 22(a)). This literal comma only appears inside the stack or inside the remaining input list, whereas the separator comma appears between them.
The use of the literal comma is essential because it has played a key role in several experimental contrasts that the comprehension model captures.

3. Some human readers unaccustomed to garden-path sentences are flatly unable to comprehend these constructions. The simple model has the combinatorial potential to model both experienced garden-path readers who can understand such constructions and novice garden-path readers who cannot; a threshold would need to be defined on the number of search steps the model takes before it “gives up.” Setting this threshold at 100 states in this way would model a human reader who cannot comprehend Bever’s classic example. Section 3 discusses other linking theory issues.

4. In order to use integer arithmetic for all the costs involved, the implementation applies the floor function to the average distance estimates.

5. As mentioned above in Section 2.4, the grammars discussed in this article are not lexicalized. Lexicalized grammars (as applied e.g., by Srinivas, Kim, and Trueswell, 2002) appear to be the most promising method for dealing with lexical effects such as those studied by Ford, Bresnan, and Kaplan (1982); MacDonald, Pearlmutter, and Seidenberg (1994); Mitchell (1987). While the extension to lexicalized grammars presents no formal obstacle, the practical estimation problem associated with them is more complex. As the same informed search techniques and parsing strategies could be applied with these grammars, this article leaves such extension to future work.

6. A critic might argue that the proposed comprehension model is a notational variant of Frazier’s (1979) Garden Path model in the sense that $g(n)$ prioritizes the exploration of phrase structures that have fewer nodes first. By setting the step-costs identically to zero, the role of $g(n)$ can be suppressed. The fact that the same pattern of search behavior still arises confirms that $h(n)$ has an important role too. This term of the $A^*$ heuristic value equation has no parallel in Garden Path theory. This demonstration rules out the possibility that the proposal is a notation variant of the Garden Path model. A more complete comparison, provided in Section 6, details similarities and differences between the broad framework and other proposals in the literature.

7. To the author’s knowledge, Gibson’s judgment about the lack of garden pathing in Example 2 has not proved sufficiently controversial to merit detailed experimental investigation. However, an outcome showing a garden-path effect in one example but not the other might revive interest in theories of fixed attachment preferences.

8. The common noun “ball” shares many semantic and distributional properties with “frisbee” and appears 27 times in the Brown corpus. Because it consists of texts published in 1961, it is perhaps unsurprising that frisbees are not mentioned more often.

9. This procedure is identical to the one described for English in Section 3.2 on page 12.

10. The stochastic expectation matrix $A$ is also known as the first moment (Everett & Ulam, 1948, p. 5)

11. Fronted PPs are likely even rarer in speech corpora. This weighting illustrates the ability of the refined model to reflect arbitrary factors that may not be reflected in a particular treebank.
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**Appendix A: Generalization in Example 1**

The empirical heuristic discussed in Section 2 falls back to shorter and shorter stacks until it finds one that has “enough” observations associated with it. The first column of each table gives the length of this abstracted substack for which an estimate was available in the Brown corpus. While different variants of this heuristic could be proposed with higher or
lower thresholds, speakers’ creative use of language makes renders it inevitable that some sort of generalization procedure will be required.